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PROGRAM COMMITMENT AGREEMENT

High Performance Computing and Communications (HPCC) Program

PROGRAM OBJECTIVES

The main objective of the Federal HPCC R&D programsisto extend U.S. technologica leadership in
high performance computing and computer communications. As this is accomplished, these technologies
will be widdly disseminated to accel erate the pace of innovation and improve nationa economic
compstitiveness, national security, education, hedth care, and the globd environment. The NASA
HPCC program is a critica element of this nationd objective, aswell asacentra element of NASA's
effort to engage high performance computing and communications technologies to achieve NASA’s
aggressve misson gods.

The specific goas of NASA’s HPCC program areto (1) accelerate the devel opment, application and
trandfer of high performance computing capabilities and computer communications technologies to meet
the engineering and science needs of the U.S. aerospace, Earth and space sciences, spaceborne
research, and education communities and (2) accelerate the distribution of technologies to the American
public.

NASA'’s primary contribution to the Federd program isits leadership in the development of software
and dgorithms for high-end computing and communication sysems which will increase sysem
effectiveness and support the development of high-performance, interoperable, and portable
computationd tools. As HPCC technologies are developed, NASA will use them to addressits
computationa aerogpace transportation systems, Earth science, and space science research challenges.
These chalenges require sgnificant increases in computationa power, network speed, and the system
software required to make these resources effective in real-world science and engineering environments.
NASA'’s research problems include improving the design and operation of advanced aerospace
transportation systems, enabling people at remote locations to communicate more effectively and share
information, increasing scientists abilitiesto modd the Earth' s dlimate and predict globd environmenta
trends, further our understanding of our cosmic origins and destiny, and improving the capabilities of
advanced spacecraft to explore the Earth and solar system. Futhermore, the NASA HPCC program
supports research, development, and prototyping of technology and tools for education, with afocus on
making NASA'’ s data and knowledge accessible to America s students.

In support of these objectives, the NASA HPCC program devel ops, demonstrates, and prototypes
advanced technology concepts and methodol ogies, provides vaidated tools and techniques, responds
quickly to critica nationd issues, facilitates the infuson of key technologiesinto NASA missons
activities and the nationd engineering, science and education communities, and makes these technologies
available to the American public. The program is conducted in cooperation with other U.S. Government
programs, the U.S. industry, and the academic community.
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PROGRAM OVERVIEW

HPCC is acomputing and communications research program that pursues technologies a various levels
of maturity. Applicationsin the areas of aerospace technology, Earth science, space science, and
education are used as drivers of HPCC's computational and communication technology research,
providing the requirements context for the work that is done.

The program has been organized into five customer-focused projects which strive to develop,
demondtrate, and infuse into customer processes integrated systems of gpplication, system software,
and testbeds which, in total, meet the overal HPCC program goa and each of the customer impact and
technical objectives.

o Computational Aerospace Sciences (CAS)

» Earth and Space Sciences (ESS)

* Remote Exploration and Experimentation (REE)

* Learning Technologies (LT)

*  NASA Research and Education Network (NREN)

with three cross-cutting technology aress.

o Applicaions
» Sydsem Software
e Testbeds

The 1999 Program Commitment Agreement (PCA) cdled for an evauation of the programin light of
refocusing efforts within the federa information technologies activities and recent technicd trends. The
intent of this evaluation activity wasto establish that the NASA HPCC program continue to mest:

* NASA commitments to Federa information technologies activities.
* Requirements of NASA'’s stakeholder Enterprises and Headquarters Office.

During Phase | the HPCC program (FY 92-FY 99) successfully prototyped high- performance
computing and communication technologies to enable pioneering advancesin:

» High-fiddity, multi-disciplinary smulations in Earth and space sciences, and aerospace
trangportation engineering.

»  Commodity-based space-borne supercomputing.

*  Networking technologies to support NASA missons, with particular focus on the NASA
education gods.

Beginning in Phase I (FY00-FY 06), the HPCC program enters the next natural phase in any
technology development program; the generdization, refinement, and insertion of technologiesinto the
processes of most relevance to HPCC' s stakeholders. Implicit is a shift in focus from proof- of- concept
studies to development of an effective technology legacy. In addition to the natural maturation of the
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technology, there is dways the need to adapt to relevant technicd trends. In Phase 11, the HPCC
program is explicitly addressing the pervasve technicd trends:

» Didributed, multi-disciplinary teams.
» Didtributed computing, storage, and communication resources.
* Increasing importance of software bottlenecks.

Computationa Aerospace Sciences (CAS) Project: CAS addresses the high end computing needs of
the NASA Aero- Space Technology Enterprise and the extended aerospace community, including other
government agencies, industry, and academia. The CAS god isto enable improvements to NASA
technologies and capahilities in aerospace trangportation through the devel opment and application of
high performance computing technologies, transferring these technologies to NASA and the broader
aerogpace community. Thiswill provide the aerogpace community with key tools necessary to reduce
design cycle times and increase fiddlity in order to improve the safety, efficiency, and capability of future
aerospace vehicles and systems. The CAS project works with other Aero- Space Technology
Enterprise programs and the extended aerogpace community to select high priority areas that have
bottlenecks or limits that could be addressed through the application of high end computing. These
chdlenging, customer-focused applications guide efforts on advancing aerospace agorithms and
applications, system software, and computing machinery. These advances are then combined to
demondrate sgnificant improvementsin overal system performance and capability. In Phase Il (FY 00-
FY06), the CAS project has strengthened its focus on supporting distributed multi- disciplinary teams
utilizing distributed resources and insuring the most effective use of these HPCC technologies by NASA
aerospace technology activities.

Earth and Space Science (ESS) Project: ESS devel ops generic tools to demondrate high end
computational modeling to further our understanding and ability to predict the dynamic interaction of
physical, chemica, and biological processes affecting the Earth, the solar-terrestrid environment, and the
universe. This means new understanding of the formations, distances and revolutions of the celestiad
bodies, heliospheric dynamics, protecting satdllites from solar activity and predicting climate change. The
computing techniques developed as a part of the ESS project will further the developmert of an
integrated suite of multidisciplinary modes and computationa tools leading ultimately to scalable globa
climate smulations and to the solution of highly energetic multiple-scale problems associated with space
and astrophysics. From these mathematical coding techniques both modeling applications and software
interoperability across the research communities (Earth Science) become possible. These modeling tools
provide computing capacity and enhanced software coding through the use of software engineering
techniques. They increase computationa performance affected by areas such as memory latency and
cache coherence. The HPCC ESS project will ensure the migration of numerica models to lower cost
commodity based platforms and address technology infusion into scientific needs. The ESS project will
provide R& D technology and research tools for applications needs that may be extended through other
enterprises activities to the public, state and loca governments. In Phase [l (FY 00-FY 06), the ESS
project has strengthened its focus on supporting the broad use of HPCC technologies to support multi-
disciplinary Earth and space science modding and data assimilation.
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Remote Exploration and Experimentation (REE) Project: NASA and DOD requirements for space-
capable computing technology are becoming more demanding, especidly with regard to available power
and cooling, performance, reliability, and cost. The REE project seeks to leverage the consderable
investment by the ground based computing industry to bring supercomputing technologiesinto space
within the congraints impased by that environment. The availability of onboard computing capability will
enable anew way of doing science in gpace a sgnificantly reduced overdl cost. Thistechnology will
embrace architectures scdable from sub-watt systems to hundred-watt systems that support awide
range of missons, from Earth observing missions to degp space missons lagting ten years or more.
Earth observing missons are typically conducted in a data-rich/power-rich environment with sensors
capable of producing gigabits of data per second. Deep space missions require ultra-1ow- power and
low-mass systems capable of autonomous control of complex robotic functions. These space-based
systems musgt be highly reliable and fault tolerant under space radiation conditions. The gods of the REE
areto (1) demondtrate a process for rapidly transferring commercia high-performance computing
technology into low power, fault tolerant architectures for space; and (2) demondtrate that high-
performance onboard processing capability enables anew class of science investigation and highly
autonomous remote operation.

Learning Technology (LT) Project: LT usesNASA’sinspiring misson, unique fadilities, and specidized
workforce in conjunction with the best emerging technologies to promote excdlencein America's
educationa system. LT directly supportsthe NASA Office of Human Resources and Educeation gods
and objectives, including those of the Educationa Technology program. LT cortinues to promote
computer and network literacy. LT enhances the public’s scientific and technical familiarity,
competence, and literacy through internet based NASA projectsin an interactive network environment.
LT has contributed dozens of legacy projects to the schools of our nation. In the next few years LT will
expand its suite of technology gpplications to show case multisensory and multimedia educationa
products. In Phase |1 (FY00-FY06), the LT project has strengthened its focus on developing,
distributing, and disseminating advanced learning technologies, including multisensory and multimedia
products, to both forma and informd educationa ingtitutions.

NASA Research and Education Network (NREN) Project: NREN is extending U.S. technologica
leadership in computer communications through research and development that advances leading-edge
networking technology and services. This leadership is made possible by utilizing a next generation
network testbed that fuses new technologies into NASA mission gpplications, enabling new
methodologies for achieving NASA science gods. Moreover, these networking technologies will
provide NASA missions with the advantages of enhanced data sharing, interactive collaboration,
visudization and remote instrumentation. NREN will meet these god s through technology integration
and collaborations within the multi-agency Next Generation Internet program, academia and industry. In
Phase Il (FY00-FY06), the NREN project has strengthened its focus on the development of advanced
networking strategies such multicasting, quaity-of-service, and network tailoring and the tailoring of
these technologies to support NASA gods.

Three cross-cut technology areas have been identified. In each areathere is an opportunity for
sgnificant synergy across the HPCC projects and with other activities. In the application area,
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agorithms, toals, and framework technologies can be shared. In the system software area, many of the
issues of interoperability, portability, reliability, and resource manegement are common. Testbed
technologies and systems are synergistic for ground-based systems, with spin-offs to space-borne
systems sought. To enable these synergies, integration management teams for each cross-cut technology
area provide awareness of evolving technicd trends and ensure inter- and intra- program collaboration.
These teams provide the knowledge base of emerging technicd trends, identify promising collaborations
and identify issues requiring attention.

Specific HPCC customers are other NASA programs and organizations, sdected segments of the U.S.
aerospace manufacturing industry, academic research labs, other U.S. Government Agencies, the U.S.
education community, and the information technology indudtry. A listing of customers by project is
shown in the following table:

PRINCIPAL INDUSTRY AND

PROJXECT ACADEMIC CUSTOMERS

PRINCIPAL GOVERNMENT CUSTOMERS

Computational Aerospace | NASA Aero-Space Technology Enterprise, Aerospace vehicle and engine

Sciences (CAS)

researchersin applied computational aerospace
sciences and computer science, engineers

devel oping aeronautical and space transportation
systems

manufacturers; Information
Technology industry supplying
commercial technology to
aerospace community

Earth and Space Sciences
(ESS

NASA'’s Earth Science Enterprise, Space Science
Enterprise, Government research labs performing
scientific research in Earth and space sciences

University labs performing
scientific research in Earth and
space sciences

Remote Exploration and
Experimentation (REE)

NASA’s Earth Science Enterprise, Space Science
Enterprise, NASA and DoD missions requiring
spaceborne embedded high-end computing

Commercial satelliteindustry

Learning Technologies

(LT

NASA'’s Office of Human Resources and
Education, Federal, State and Local Government
Agencies and Departmentsinvolved in K-12
education

Information Technology industry
supplying commercial
technology for K-12 education

NASA Research and
Education Network
(NREN)

NASA’s Aero-Space Technology Enterprise,
Earth Science Enterprise, Space Science
Enterprise, and Office of Human Resources and
Education, as well as other federal organizations
requiring state-of-the-art networking

Information Technology industry
supplying commercial
technology to aerospace, Earth
and space sciences and
education communities

PROGRAM AUTHORITY

The Ames Research Center isthe NASA lead center for the management and implementation of the
HPCC program. Designated supporting centers include Dryden Hight Research Center, Glenn
Research Center, Goddard Space Flight Center, Jet Propulsion Laboratory, Johnson Space Center,
Kennedy Space Center, Langley Research Center, Marshal Space Hight Center and Stennis Space
Center. The governing program management council isthe NASA Headquarters Program Management
Council (PMC). The Associate Adminigtrators for the Offices of Aero-Space Technology, Earth
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Science, Space Science and Human Resources and Education are dl members of the HPCC Executive
Committee of which the Associate Administrator, Office of Aero-Space Technology, isthe chair. The
HPCC Executive Committee establishes and meets regularly to vaidate strategic program direction and
policy guiddines as described in the Memorandum of Agreement (see Internal NASA Agreements
section). Each Associate Adminigtrator is the gpproving officid for additions or deletions of projects for
those areas in which they provide funding.

The program and/or its projects will be subject to atermination review based on the following
thresholds.

» Technicd performance: Projections that the program will be unable to meet its overdl minimum
success criteria defined in the table in the Technica Performance section.

*  Cost commitment: Projected cost to complete the program exceeds the targeted devel opment
cost of $835.9 million.

»  Schedule commitment: Projected schedule to complete the HPCC program extends beyond the
target completion date of September 2006.

TECHNICAL PERFORMANCE

The NASA HPCC program is designed to support the overall Federa high performance computing and
communications goas while addressing agency-specific computational challenges beyond the projected
cgpabilities of commerciadly-available computing and communications systems. These computationd
chdlenges have been chosen for their impact on NASA’s missions, thelr nationd importance, and the
technica challenge they provide to the NASA HPCC program.

The science and engineering requirements inherent in the selected NASA agpplications require a least
three orders of magnitude improvement in high-performance computing and networking capabilities over
the capabilities that existed at the beginning of the program in FY 1992. Elements of the program have
achieved atwo orders of magnitude improvement in high- performance computing performance by the
end of 1999 (Phase1). In Phase 11, the balance of the performance requirements will be achieved. Of
equa importance, Sgnificant advances in interoperability, portability, reliability, usability, and resource
management are essentid to the pervasive and effective gpplication of increased computational and
communication performance to NASA’s goas. NASA'’ s requirements in these areas are beyond the
planning horizons of the commercia sector. NASA must develop new approaches and technologiesin
these areas and demondtrate their feasibility before the commercid sector can move aggressively into
these areas and eventudly meet NASA'’ s requirements.

Each of the five HPCC projects will be assessed based on target performance, as well as minimum
technica success requirements asfollows:

Performance Goals Projects | Performance Targets Exit Criteria (Minimum Success)
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Customer Impact: Infuse HPCC CAS Use of HPCC technologiesto Use of HPCC technologiesto
technologiesin to mission critical NREN reduce the design time of at least 10 | reduce the design time of at least 8
Aero-Space Technology Enterprise designs, from 5 Aero-Space designs, from 4 Aero-Space
processes, and document discernable Technology programs. Technology programs.
improvementsin the stakehol ders CAS | Useof HPCC technologiesto Use of HPCC technologies to
processes and, if possible, final NREN | enablethe analysisor simulation of | enable the analysis or simulation of
products as aresult of the use of 3 elements of the National Air 2 elements of the National Air
HPCC technologies. Space. Space.
Customer Impact: Infuse HPCC ESS 25 research groups operating at 10X | 20 research groups operating at 8X
technologiesin to mission critical improvement and 40% improvement and 40%
Earth Science and Space Science interoperating with Earth and space | interoperating with Earth and space
Enterprises processes, and document science frameworks impacting at science frameworks impacting at
discernable improvementsin the least 5 scientific communities. least 4 scientific communities.
stakeholders’ processes and, if REE Spaceflight-ready system delivering | Spaceflight-ready system delivering
possible, final products as a result of 300 MOPS/watt with areliability of | 250 MOPS/watt with areliability of
the use of HPCC technologies. 0.99 over 5 yearson 3 applications. | 0.98 over 5 years on 2 applications.
NREN [ Use of HPCC networking Use of HPCC networking
technologiesto enable 4 projects. | technologies to enable 3 projects.
Customer Impact: Infuse HPCC LT Distribute LT technologiesto at Distribute LT technologiesto at
technologiesin to mission critical least 10,000 American educational | least 8,000 American educational
Office of Human Resources and points of contact. points of contact.
Education processes, and document | | T Routine and persistent useof LT | Routine and persistent use of LT
discernableimprovementsin the technologies at 1000 American technologies at 800 American
stakeholders’ processes and, if formal and informal educational formal and informal educational
possible, final products as aresult of institutions. institutions.
the use of HPCC technologies.
Dramatically increase the computer CAS 250 Gigaflops sustained on 200 Gigaflops sustained on
and communications performance ESS applications, ground based NASA | applications, ground based NASA
available for use in meeting NASA testbed. testbed.
mission requirements. REE 300 MOPS/watt, space ready. 250 MOPS/watt, space ready.
NREN [ 1 Gigabits/second end-to-end 0.8 Gigabits/second end-to-end
sustained, ground based. sustained, ground based.
Demonstrate the effective use of CAS Complete each avehicleand a Complete each avehicleand a
applications on NASA aerospace propulsion system analysisin one | propulsion system analysisin two
systems, Earth and space sciences, or day. days.
education challenges. ESS On aweekly basis, ensembles of On a10-day basis, ensembles of
one-year forecasts of climate event | one-year forecasts of climate event
using a 1 degree atmosphereand a | using a 1 degree atmosphere and a
1/3 degree ocean resol ution. 1/3 degree ocean resol ution.
Assimiliation of atmospheric data at | Assimiliation of atmospheric data at
1/2 degreeresolution at arate of 30 | 1/2 degree resolution at arate of 20
days per day. days per day.
Performance Goals Projects | Performance Targets Exit Criteria (Minimum Success)
Dramatically increase the CAS Interoperation among ten tools Interoperation among eight tools

interoperability of application and
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system software operating on high- ESS Interoperation among 3 applications| Interoperation among 2 applications

performance computing and in Earth System Modeling in Earth System Modeling

communications systems available for Framework, and 2 applicationsin4 | framework, and 2 applicationsin 3

use in meeting NASA mission other frameworks. other frameworks.

requirements. NREN | Multicast among 5 networks, and | Multicast among 4 networks, and
quality of service (QoS) and traffic | QoS and traffic engineering
engineering capabilitiesamong 3 capabilities among 2 networks.
networks.

CAS Integration of anew tool into a Integration of anew tool into a

ESS framework in 1 day. framework in 2 days.

CAS Integration of new system into a Integration of new systeminto a

NREN grid and anew networking into a grid and anew networking into a
testbed in 1 day for each. testbed in 2 days for each.

Dramatically improve the portability of | CAS Port an application on anew system | Port an application on anew system

application software and datato new | ESS within 1 week and a modified within 2 weeks and a modified

or reconfigured high-performance NREN system within 1 day. system within 2 days.

computing and communications

systems available for use in meeting

NASA mission requirements.

Dramatically improve thereliability of | REE Completion of 99% of computations| Completion of 98% of computations

user-requested events executing on over a5-year time period. over a5-year time period.

high performance computing and . .

communications systems avail able for CAS Successful execution of _99% of user | Successful execution of _98% of user

use in meeting NASA mission NREN events over 24_1 hour period on events over 24 hour period on

requirements. _system including 10 resources, _systenj including 8 resources,
including 1 computer, 1 storage including 1 computer, 1 storage
system, and at least 1 wide-area- system, and at least 1 wide-area-
network. network.

Dramatically improve the ability to CAS Allocate resourcesto a user event, | Allocate resourcesto auser event,

manage heterogeneous and NREN [including 10 resources, including 1 | including 8 resources, including 1

distributed high-performance computer, 1 storage system, and at | computer, 1 storage system, and at

computing, storage, and networking 1 wide-area-network. 1 wide-area-network.

resources available for use in meeting

NASA mission requirements.

Dramatically improve the usability of | CAS “Visualy-based” (e.g., graphical, “Visualy-based” (e.g., graphical,

high-performance computing and virtual reality) assembly and virtual reality) assembly and

communications tools and techniques execution of applications. execution of applications.

availablefor useinmeeting NASA | Ree Spaceborne computing has the Spaceborne computing has the

mission requirements. same usability as commercial same usability as commercial
equivalent. equivalent.

NREN Integration of networking Integration of networking
enhancements into applications enhancements into applications
codes that allow improvement codes that allow improvement in
perceived performance. perceived performance.

LT Ability to receive kinetic, auditory, | Ability to receive kinetic, auditory,

and visual input and present
multimediainformation through full
motion 3D imaging and haptic
feedback.

and visual input and present
multimediainformation through full
motion 3D imaging and haptic
feedback.
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SCHEDULE COMMITMENTS

The mgjor deliverables for the NASA HPCC program, shown below, are the development of key
technologies, the demondtration of the impact of these technologies on NASA missions, and establishing
the sustainable and wide-spread use of these HPCC program technologies. The program milestones
contributing to these deliverables are presented in Appendix B and will result in the exit criteria
described in the prior section. The program is targeted to be completed by September 2006. Minimum
success criteriais to complete the program exit criteriano later than the target completion date.

PCA Milestones MolYr
Develop component technologies for performance 9/01
Demongtrate integrated HPCC technologies 9/02
Develop component technologies for reliability and resources management 6/03
Develop component technologies for interoperability and portability 9/03
Develop component technologies for usability 9/04
Demondrate significant engineering, scientific, and educationa impacts from 9/05
integrated HPCC technologies

Egtablish sustainable and wide- spread customer use of HPCC technologies 9/06

COST COMMITMENTS

As atechnology development program, HPCC will provide capabilities and reduce the risk of
technology application by industry and other government agencies. This program will be accomplished
within the resource alocation shown in the Program Cost Commitment table shown on the next page.
All resources are for research and technology.

ACQUISITION STRATEGY

Free and open competitive procurements will be used to the maximum extent possible. Among the
procurement vehicles to be used in the NASA HPCC program are NASA Research Announcements
(NRA), NASA Cooperative Agreement Notices (CAN), and Request for Proposals (RFP). These
vehicleswill result in grants, cooperative agreements and contracts. Cooperative Agreement Notices
(CAN) will be used to the maximum extent possible for the incorporation of technology and applications
into the program. The Scientific and Engineering Workstation Procurement (SEWP) contract will be
used for mgjor equipment purchases in instances where cooperative agreements are not appropriate.

I nteragency agreements for joint R& D endeavors and the utilization of early prototype sysems will dso
be used.
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PROGRAM COST COMMITMENTS (PCC), $M FOR HPCC PROGRAM

COST COMMITMENT Prior | FY00| FY01 |FY02 |FY03 | FYo4 |Fyos| BTC |TOTALS| RESPONSIBLE AA
CATECORIES QIGNATIIRE
DEVELOPMENT (DCC) |Formulation
(Proannraval/Definitinn
Implementation 447.9| 69.4 | 749 | 76.2 | 67.0| 56.5 | 20.4 | 14.6 | 835.9
(Nevelonment)
Aero-Space EAA, Code R
bl 262.2| 24.2| 242 | 255 | 27.3| 27.4 | 25.4 | 14.6 | 430.8
. EAA, Code Y
Earth Science 1459|219 21.8| 218 | 21.8| 11.2| 0.0 | 00 | 2444
. EAA, Code S
Space Science 188 195| 249249 (139 139| 0.0 0.0 115.9
Human Resources & EAA, Code F
b ienfion 21.0| 38| 40| 40 | 40| 40| 40| 00| 448
Totals 44791 69.4 | 749 | 76.2 | 67.0| 56.5| 29.4 | 146 | 835.9
OPERATIONS (OCC)  |!mPlementation
(Onearatinne/MOLDA)
Totals
OTHER CoF
Launch Vehicle
Tracking and Data
Other
Totals CFO/Comptroller*
Totals (PCC) 44791 69.4 | 749 | 76.2 | 67.0| 56.5| 29.4 (14.6 835.9

*Budget Profile consistent with FY 01 President’'s Budget

HIGH RISK AREAS

Risks exist within each project and task of the HPCC program—whether the risk istechnicd, in terms
of achieving a certain performance levd, or programmatic, in the form of potentid time or financia
deficits Mot of these risks will be managed within the particular e ements by redlocation of funds or
work force, redirection of research activities, or descoping. Decisions to redllocate funding among the
projects or descope projects will be based technology e ements most critica to achieving HPCC goals.
Input for these decisons will result from project status reviews, ongoing systems studies and interaction
with customers, stakeholders and partners. A prioritized descope plan will be maintained by the HPCC
Program Manager. The technology integration efforts provided by the cross- cutting technology teams
will provide additiond datafor programmatic decisons. The overal areas of risks and approaches to
minimize the risks for the HPCC program are described as follows.

Reevance: NASA’s HPCC mission requires currency with the leading edge of technology and a
technica vison that remains consstent with rgpidly emerging and evolving technology trends. To
minimize the potentia risk of investing resources in ineffective technology, NASA frequently meetswith
industry, academia, and other Federd agenciesto help plan the future of the technology. NASA HPCC
also needs to ensure that the program’ s activities remain relevant to evolving cusomer and stakehol der
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requirements. To maintain customer relevance, the HPCC program vaidates customer priorities and
technology requirements through regular meetings and interactions with customer representatives.

Resources. Successful execution of the HPCC program is dependent on access to adequate funds,
world- class expertise, gppropriate and effective technologies, and high- performance computing and
communication testbeds. For example, to ensure access to high- performance computing and
communications testbeds it is critical that NASA continues to pursue a quick and responsive
procurement mechanism for acquiring experimenta supercomputers that is competible with the pace of
innovation. To minimize the potentia risks, NASA has developed in-house procurement vehicles that
permit rapid vendor responses. NASA adso partners with other Federd agenciesto leverage off other
procurement vehicles. To ensure the testbeds are functiona for their intended purposes, NASA has
invested in adiversty of technologies in multiple geographic locations that minimize natura and technica
disasters. NASA HPCC also partners with other NASA programs, Federal agencies, industry, and
academiato use their facilities when necessary. NASA has established an dlocation and scheduling
system for its testbeds that ensures best possible use of the facilities. Additionaly, NASA is pursuing
more cost-effective means of providing versdile testbeds for the future.

Leveraging: Coordination of NASA HPCC research both internally and externdly to the program is
critical to meeting the NASA and Federa high-performance computing and communication goas.
Externdly, forma and informa agreements are used to strengthen collaborative efforts with other
government agencies, industry and academia. These agreements are often the product of cooperative
planning to ensure a cohesive plan with no unforeseen consequences. Within the HPCC program,
forma cross-project technology teams assst the program and projectsin identifying technology gaps,
potentid duplication, and opportunities for enhanced coordination and integration.

In summary, an ongoing risk management approach will be employed in the HPCC program. Risk
management planswill be developed and maintained for both the overal program as well as each
individua project. The approach to be followed will be consstent with NASA NPG 7120.5A. All
NASA management personnel in the HPCC program will receive periodic risk management training
updates from arisk management ingtructor, certified by the NASA Office of Safety and Misson
Assurance.

INTERNAL NASA AGREEMENTS

1. NREN and NASA Integrated Services Network (NI1SN): Memorandum of Understanding on
interna technology collaboration and transfer to NASA operationa networks, May 1997.

2. Memorandum of Understanding for the HPCC Executive Committee among the Offices of Aero-
Space Technology, Earth Science, Space Science and Human Resources & Education, date TBD.

EXTERNAL AGREEMENTS

1. Nationd HPCC Software Exchange. NASA and other Federd HPCC agencies, working in
concert with academia and DoE |aboratories, have developed a National HPCC Software
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»

Exchange to provide an infrastructure that encourages software reuse and the sharing of software
modules across organizations through an interconnected set of software repositories. This multi-
agency effort wasinitiated in FY 1992 and continues through FY 2002.

Office of Management and Budget “Budget of the United States Government, Fiscal Y ear 2000
The Budget includes a descriptive discussion of Federa programs organized by function. Section 7,
“Promoting Research,” specificaly describes the HPCC program as well as the President’ s overal
information technology objectives.

NREN and Computing and Interdisciplinary System Office (CISO)/GRC: Memorandum of
Understanding on hybrid technology collaboration and advanced application demonstrations,
November1997.

Next Generation Internet: NGI Implementation Plan (available a http:/Avww.ngi.gov), Feb. 1998.
MOU between NASA and Silicon Graphics Inc. for collaborations in high-end computing, May
1999.

INDEPENDENT EVALUATION

Y early assessment of progress and continued ability to execute the commitment defined herein will be
performed through Independent Annua Reviews (IAR), continuing over the life of the program.

TAILORING

The HPCC program isin accordance with the Program and Project Management Processes and
Requirements presented in NASA’s Procedures and Guidelines Document (NPG 7120.5A) that
became effective April 3, 1998.
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PCA ACTIVITIESLOG

Cancellation

Date |Event Change Addendum Review E.AA Admmlstrator
. Signature Signature
Required
12/93 |PCA Submitted N/A N/A No
1/94 FY 95 Congressional Appendix A |Ref. #1 No
Budget Modifications |Ref #1
6/94 FY 95 Post Elimination of [N/A No
Congressional Budget |3rd IITA CAN
Modifications
994 FY 96 OMB Request Elimination of |N/A No
2nd IITA CAN
3/95 FY 96 HPCC Plan Update] Administrative | Eliminated No
changes milestones
tracked at
lower levels
3/96 FY 97 Congressional Milestone Ref. #2 No
Budget reorganization
and IITA
funding cut
2/97 FY 98 Congressional Incorporation |Ref. #3 No
Budget, update to of NGI
revised program plan
4/99 FY 99 PCA revisions New PCA Ref. #4 No
approved milestones
added
Reformatted in
conformance
with NPG
71205A
11/99 |FYO00 Update Phase Il Ref. #5 No
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PROGRAM COMMITMENT AGREEMENT
High Performance Computing and Communications (HPCC) Program

Appendix A — Changes to Program Commitment Agreement

Reference
Number

1.

January 1994. Additional CAS work content was added in response to expressed need from
aeronautics airframe and propulsion industry. [ITA milestones were redigned to reflect budget
gtretch and IRM reductions.

March 1996. For program management efficiencies and to leverage the technologica developments
of each project, smilar CAS and ESS milestones were combined. Updated out-year milestones.
Eliminated IITA milestones due to funding cuts.

February 1997. Responded to Presidentia initiative to develop NGI. Developed new NGI
milestones and replanned $25M in FY 98-00 to meet the milestones.

April 1999. New PCA milestone added calling for refresh of program relationship to customer
base, as wdl as dignment with emerging Federa information technology trends. PCA reformatted in
conformance with NPG 7120.5A.

March 2000. New PCA reflecting refresh of customer base relationships, as well as dignment with
emerging Federa information technology trends compl eted.

Subject: HPCC PCA HPCC PCA, Version 1.0, 05/15/00
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PROGRAM COMMITMENT AGREEMENT

High Performance Computing & Communications (HPCC) Program

Appendix B — Schedule and Budget Basdline

SCHEDULE BASELINE

Milestones Previous Current  Actual
Baseline Baseline

FY 93

Interconnects to NSFnet at 45 Mbps 6/93  Complete

Initial development testbeds installed using available high-performance hardware (1- 993 Complete

10 Giga-FL OPS sustained)

FY 4

Install 10-50 GigaFL OPS sustained testbed (scalable to 100 GigaFL OPS) for Grand 6/94  Complete

Challenge teams

Demonstrate T-3 (45 Mbps) Level 3 HPCC interconnects 994  Complete

FY 95

Demonstrate satellite-based gigabit applications using the Advanced 6/95 Complete

Communications Technology Satellite (ACTS) and associated ground terminals

Evaluateinitial K-12 digital educational material 995  Complete

Demonstrateinitial remote sensing database (RSD) applications over the National 995  Complete

Information Infrastructure

FY 96

Install 50-100 GigaFL OPS sustained scal able testbed 99%6  Complete
Demonstrate portability and scalability of software components and tools to 99%6  Complete
TeraFL OPS systems

FY 97

Demonstrate integrated, multidisciplinary applications on TeraFL OPS scalable 997  Complete
testbeds

FY 98

Install 100-250 GigaFL OPS sustained scal able TeraFL OPS testbed 6/98  Complete
Provide mature remote sensing data applications over the National Research and 9/98 Complete
Education Network

Distribute mature K-12 curriculum products over the National Information 9/98 Complete
Infrastructure

Demonstrate results of mature DLT projects 9/98 Complete
FY 99

Establish next generation internetwork exchange for NASA to connect Grand 10/98 Complete
Challenge universities' principal investigatorsto NASA high performance resources

Demonstrate 200-fold improvements over FY 1992 baseline in time to solution for 6/99 Complete
Grand Challenge applications on TeraFL OPS testbeds

Evaluate HPCC program and project plans towards meeting objectives and goals of 8/99 Complete

the Information Technology Initiative

Subject: HPCC PCA HPCC PCA, Version 1.0, 05/15/00
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Demonstrate portabl e scalabl e distributed visualization of multi-terabyte 4D datasets 9/99 Complete

on TeraFL OPS scalable systems
Complete theinitia efforts of HPCC by demonstrating improvements for 999 Complete
aerosciences, Earth science, and space science applications
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Responsible Office: Code RP Page#B-2 of 3



Milestones Previous Current Actual
Baseline Baseline

FY 00

11  Establish high-performance testbed for application performance 9/00

41  Prototype/establish advanced technologies that serve as a catalyst for 9/00
|earning environment use of engineering and scientific data

51  Demonstrate embedded applications on 1st generation spaceborne 9/00

computing testbed

FY 01

12  Establish 1st generation scal able embedded computing testbed 6/01

13  Develop and apply technologies to measure and enhance performance on 9/01
high-performance testbeds

52  Demonstrate integrated | earning technology productsin relevant educational 9/01

environments

FY 02

53  Demonstrate improvement in time-to-solution for aerospace applications 12/01

21  Develop real-time reliability for spaceborne computing 3/02

31  Toolsand techniquesfor interoperable and portable applicationsin 3/02
aerospace, Earth science and space science communities

54  Demonstrate embedded applications using fault-tolerant techniques 6/02

32  Interoperable and portable networking technologies 9/02

42  Production-ready breakthrough technologies that serve as a catalyst for 9/02
|earning environment use of engineering and scientific data

55  Demonstrate significant improvements in Earth and space science application 9/02
codes

56  Demonstrate end-to-end networking capabilities on NASA mission-oriented 9/02
applications

FY 03

22  Develop embedded tools and services for autonomous resource 12/02
estimation/request of local and distributed ground-based systems

23  Developtoolsfor reliability of ground-based computing systems 6/03

3.3  Interoperable and portable systems, services and environments 9/03

6.1  Establishimpact on Earth and space sciences through the demonstration of a 9/03

production-ready high-performance Earth and space science computational
simulations validated by NASA Enterprise observational mission data

FY 04

43  Develop toolsto improve usability of aerospace simulation capabilities 304

6.2  Establish impact on space mission through the demonstration of aflight- 6/04
ready integrated system software, testbed, and application system

44  Develop prototype of revolutionary multisensory multimediatechnology for 904
education

71  Establish sustained price-performance improvements for Earth and space 904

science applications
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Milestones Previous Current Actual
Baseline Baseline
FY 05
6.3  Establish impact on aerospace design and operations through the 9/05
demonstration of integrated systems of applications, tools, services and
resources which enabl e the high-performance execution of interoperable
aerospace applications across distributed heterogeneous testbeds

64  Establish impact on NASA’s education mission through the demonstration 9/05
of prototype revolutionary multisensory multimedia systems for education

7.2  Established sustained utilization of commercial computing technologies for 9/05
spaceborne applications

7.3  Enable sustained use of LT technologies by educational community 9/05

FY 06

74  Establish sustained use of CAS tools and techniques towards meeting Aero- 9/06

Space Technology Enterprise goals and objectives (CAS)

75  Transfer NREN technologiesto NASA’s operational WAN 9/06

BASELINE BUDGET

This basdine budget represents current target cost to complete for the program.
FY 01 President’s Budget, $M

Project Code Prior FY00 FYOlL FY02 FY03 FYo4 FY05 BTC Total
Computational Aerospace Sciences R 256 198 211 224 242 243 223 115 3712
Earth and Space Science Y 1318 197 209 209 209 103 0.0 0.0 2245
Remote Exploration and Experimentation S 178 182 249 249 139 139 0.0 0.0 1136
Learning Technologies* 54.8 38 40 40 4.0 40 40 0.0 78.6

F 210 3.8 4.0 4.0 4.0 4.0 4.0 0.0 44.8
R 234 0.0 0.0 0.0 0.0 0.0 0.0 0.0 234
Y 10.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 10.4

NASA Research and Education Networkt 179 79 40 40 40 40 31 31 480
R 13.2 4.4 3.1 31 3.1 31 3.1 3.1 36.2
S 1.0 1.3 0.0 0.0 0.0 0.0 0.0 0.0 2.3
Y 3.7 2.2 0.9 0.9 0.9 0.9 0.0 0.0 9.5
Program NOA 479 694 749 762 670 565 294 146 8359

* Learning Technologies prior includes I nformation Infrastructure Technology and Applications (11 TA)

T NASA Research and Education Network resourcesinclude: FY 98: $10M, FY 99: $7.0M, FY 00: $8.0M
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PROGRAM COMMITMENT AGREEMENT

High Performance Computing & Communications (HPCC) Program

Appendix C — Reference Documents

1. High Performance Computing and Communications: FY 1998 Implementation Plan, September
3,1998. Commitments between senior executives of participating federal agencieswho St on the
NSTC Committee on Information and Communications (CIC). The Implementation Plan is used to
annudly review program gods, objectives, technica approaches, management approaches and
milestones.

2. Information Technology Research: Investing in Our Future: February 24, 1999 Report to the
Presdent of the President’ s Information Technology Advisory Committee (PITAC) on future
directions for Federd support of research and development for information technology.

3. Next Generation Internet Initiative: February 1998 Implementation Plan. Summarizes the godls,
resources, management, and time line of the NGI Inititive.

4. PITAC Review of the Next Generation Internet program and Related Issues: April 28, 1999
Report to the President of the Presdent’ s Information Technology Committee (PITAC) on the
implementation of the NGl Initiative.
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